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3.1.5 Assessment results: At least one 
set of assessment results must be 
obtained for all twelve attributes over a 
cycle of six years or less. The results 
should provide clear evidence that 
graduates of a program possess the 
above list of attributes.

3.2.1 Improvement process: There must 
be processes in place that demonstrate 
that program outcomes are being 
assessed in the context of the graduate 
attributes, and that the results are 
validated, analyzed and applied to the 
further development of the program.



Last year’s focus
Comparing approaches to reliability and aggregating quantitative data 

From: Task-level scores 
assigned to individual students 
(which most of us are doing)

To: Providing data that 
demonstrates that a student 
cohort possesses a graduate 
attribute



Workshop goals
1. Use terminology to enable discussion about drawing valid 

conclusions from programmatic assessment.
2. Evaluate validity of conclusions drawn from an assessment 

measure.
3. Identify how multiple assessment measures can lead to 

meaningful conclusions

Illustrate approach to respond to recent move to highlight limited 
(high quality) assessment examples





Deliberate Development vs. Assessment

Deliberate Development Deliberate Assessment

KB PA IN

Course 1 X X

Course 2 X

Course 3 X

Course 4 X

Course 5 X 

Course 6 X X

Course 7 X

KB PA IN

Course 1 Signature 
exam 
question

Signature 
exam 
question

Course 2

Course 3

Course 4 

Course 5

Course 6 Final design 
report

Final design 
report

Course 7 Significant 
lab report



Part I: What is Validity?



Task 1: In your groups, create a response to:

What does validity mean?
How does validity differ from reliability?
Can a test be valid?



ValidityReliability

the degree to which the evidence and 
theory supports the interpretations and 
use of assessment data

consistency of scores 
across multiple measures



 Valid conclusions require reliable data.

Reliability of data relies on 
consistency, which can be 
measured as:

• Consistency over time
• i.e. test-retest reliability 

• Consistency between graders
• i.e. inter-rater reliability 

• Internal consistency
• i.e. inter-item reliability

Validity of conclusions from an 
assessment measure depends on:

• Measuring the right things
• Using appropriate approaches to 

measure
• Agreement with conclusions 

drawn from other approaches
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Validity
“the degree to which the evidence obtained through 
validation supports the score interpretations and uses . . . 
from a certain test administered to a certain person or 
group on a specific occasion”  (Standards for Educational 
and Psychological assessment, AERA, APA, & NCME, 2014)



What validity is not...
• there is no such thing as a valid assessment, only valid uses 
• there are not multiple types of validity, only multiple types of evidence to 

support valid uses of assessment



Followup from Task 1:
Within your group:

Is everyone clear about the following? Any 
questions/differences in opinion?
What does validity mean?
How does validity differ from reliability?
Can a test be valid?



Part II: What evidence 
supports validity of 

conclusions?



Four kinds of evidence
Evidence about content of assessment 
measure
Evidence about internal structure of 
assessment measure
Evidence about relation to other assessment 
measures (triangulation)
Evidence about consequences of use



1. Evidence about content (“content”)
Content of the assessment aligns with the intended purpose
• Does assessment measure align with intended purpose, 

and only intended purpose?
• Would other experts agree the assessment measure 

aligns with the purpose?

E.g. student performance on written communications is 
related to their ability to reason and organize thoughts, not on 
their familiarity with technical terms they haven’t seen before.



2. Evidence about internal structure 
(“structure”) 

If there are multiple items related to an outcome, do they 
converge/diverge as expected?

E.g. if a test is a good measure of conceptual knowledge of 
thermodynamics, scores on questions should be correlated to 
each other more than to other kinds of questions 



3. Evidence about relation to other 
assessment measures (“triangulation”)

Do the results align with other measures?

E.g. Do measures of design process ability align with comments 
from capstone design course supervisor and observations from  
co-op employers?



4. Evidence about consequences of 
assessment data (“consequences”)

Is the use of the assessment measure appropriate for decisions made from it? 

Does the evidence from assessment relate to future intended outcomes 
(employer comments, alumni perspectives)? 

E.g. Do measures of design process ability align with comments 
from employment supervisors and alumni feedback?



Evidence to consider related to Validity

Content of the assessment 
measure  

Are questions/wording appropriate 
to intended purpose? 

Would multiple experts agree with 
the alignment? 

Would multiple scorers agree with 
scoring? 

Do scores reflect the outcome, 
rather than other factors (student 
effort, lack of time, vocabulary)?

Internal structure of 
assessment measure 

Do multiple items converge/
diverge as expected? 

Do students with higher overall 
performance get tougher 
questions right more frequently?

Triangulation with other 
measures  

Does the evidence align with 
other measures? 

Consequences of results 

Is the use of the assessment 
measure appropriate for decisions 
made from it? 

Does the evidence from 
assessment relate to future 
intended outcomes (employer 
comments, alumni perspectives)? 



Task 2: Use the four types of evidence in the framework below to evaluate how valid 
conclusions could be from at least two assessments familiar to members of your group 
(i.e. from within a course or program). 

1. Briefly describe the assessment measure. 
2. Briefly evaluate how the four elements below impact conclusions that can be drawn 
from that assessment measure.  

Content of the assessment 
measure  

Are questions/wording appropriate 
to intended purpose? 

Would multiple experts agree with 
the alignment? 

Would multiple scorers agree with 
scoring? 

Do scores reflect the outcome, 
rather than other factors (student 
effort, lack of time, vocabulary)?

Internal structure of 
assessment measure 

Do multiple items converge/
diverge as expected? 

Do students with higher overall 
performance get tougher 
questions right more frequently?

Triangulation with other 
measures  

Does the evidence align with 
other measures? 

Consequences of results 

Is the use of the assessment 
measure appropriate for decisions 
made from it? 

Does the evidence from 
assessment relate to future 
intended outcomes (employer 
comments, alumni perspectives)? 



Part III: Programmatic 
assessments





KB PA IN

Course 1 X X

Course 2 X

Course 3 X X

Course 4 X

Course 5 X X

Course 6 X X

Course 7

Course 8 X X

Typical situation: 

Large number of  
assessments/attribute 

Unsure about validity of  
conclusions drawn from  
each one



Task 3: As a group:
1. (1 minute) Identify a rough “indicator” you’d like to draw conclusions 

about within a fictitious program (e.g. written communication, problem 
definition, ability to evaluate information, etc.).

2. (1 minute) identify one assessment measure you would use as a key 
source of evidence relative to that indicator 

3. (15 minutes) Based on the 4 types of evidence used to establish 
validity of assessment measures, consider what activities would need 
to happen to have confidence in conclusions drawn from that measure

4. (5 minutes) How will the number of quality assessments measures 
developed per indicator impact ability to draw conclusions?



High Volume vs. Signature Assessments

High Volume of assessments Deliberate Assessment

KB PA IN

Course 1 X X

Course 2 X

Course 3 X X

Course 4 X

Course 5 X X

Course 6 X X

Course 7 X

KB PA IN

Course 1 Signature 
exam 
question

Signature 
exam 
question

Course 2

Course 3

Course 4 

Course 5

Course 6 Final design 
report

Final design 
report

Course 7 Significant 
lab report



12 GA X 3 ind/GA X 2 measures/yr X 4 yrs = 288 assessment measures



My thoughts: 
Deliberate Development vs. Assessment
Deliberate Development Deliberate Assessment

KB PA IN

Course 1 X X

Course 2 X

Course 3 X X

Course 4 X

Course 5 X X

Course 6 X X

Course 7 X

KB PA IN

Course 1 Signature 
exam 
question

Signature 
exam 
question

Course 2

Course 3

Course 4 

Course 5

Course 6 Final design 
report

Final design 
report

Course 7 Significant 
lab report



Recommendations
1. Maintain richness of data for program-level decisions
2. Triangulate
3. Involve multiple stakeholder groups in assessment and 

interpretation
4. Use small assessments for student learning, and to inform 

course-level improvements; more significant well-crafted 
assignments for program-level data 
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Followup
• Evaluation survey will be emailed to everyone
• Slides and resources will be posted on EGAD GACIP page, 

hopefully by the end of the week



Final panel


